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Abstract

We empiricallystudytheeffect of mobility andinteractionbetweenvarious input parameters on the
performanceof protocolsdesignedfor wirelessad-hocnetworks. An importantobjective is to studythe
interactionof the routingandMAC layerprotocols underdifferent mobility parameters. We usethree
basicmobility models:gridmobility model, randomwaypoint model,andexponentialcorrelatedrandom
model.Theperformanceof protocols is measuredin termsof variousquality of servicemeasuresinclud-
ing (i) latency, (ii) number of packetsreceived and(iii) long term fairness.Three different commonly
studiedrouting protocolsareused:AODV, DSRandLAR scheme1. Similarly threewell known MAC
protocols areused:MACA, 802.11 andCSMA.

Our maincontribution is simulationbasedexperimentscoupledwith rigorousstatisticalanalysisto
characterize the interaction betweenthe above statedparameters. Suchmethods allow us to analyze
complicatedexperimentswith largeinput spacein a systematicmanner. Fromour results,we conclude
thefollowing:� No singleMAC or routing protocol dominatedtheotherprotocolsin theirclass.Moreinterestingly,

noMAC/routing protocol combinationwasbetterthanothercombinationsoverall mobility models
andresponsevariables.� In general, it is not meaningful to speakabouta MAC or a routing protocol in isolation.Presence
of interactionleadsto trade-offs betweentheamount of controlpacketsgeneratedby eachlayer.
Theresultsraisethepossibilityof improving theperformanceof a particularMAC layerprotocol
by usingacleverly designedrouting protocolor vice-versa.

1 Intr oduction

Designof mobile ad-hoc networks (MANET) is currently an extremely active areaof research. MANETs
lack a fixedinfrastructure in theform of wireline,or basestationsto support thecommunication. Interest in
ad-hoc networks for mobilecommunications hasalsoresultedin a special interest groupfor mobile,ad-hoc
networking within theInternetEngineeringTaskForce(IETF). Suchnetworks imposespecific requirements
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on thedesign of communicationprotocolsat all levelsof theprotocolsstack. Many MAC layer androuting
layer protocols have beenproposedand designed for ad-hoc networks. Theseprotocols needto fulfill a
multitudeof design andfunctional requirements,including, (i) High throughput; (ii) Low average latency;
(iii) Heterogeneous traffic (e.g. data, voice, and video); (iv) Preservation of packet order; and (v) Support
for priori ty traffic. (See [RS96, Ra96, Ba98].) Sincead-hoc networks lack fixedinfrastructure in theform
of base stations,fulfillin g theabove stated functional requirementsbecomesall themoredifficult.

MAC Protocols. A commonlyknown group of MAC protocols is based on the carrier sense multiple
access (CSMA) paradigm. The ideabehind this paradigm is to reserve transmission channel at the orig-
inator (source) by carrier sensing. Until recently CSMA basedprotocols supported only single channel
communication, but now, multiple channel extensionshave been proposed[NZD99]. Many protocolshave
beenproposedto avoid the hidden terminalproblems. Two notable examples are the MACA [Ka90] and
MACAW [BD+94] protocols. MACA introduceda reservationsystemachievedwith exchangeof anRTS-
CTS(Request To Send/Clear To Send)pair of control packets.MACAW alsorecognizesthe importanceof
congestion, andexchangeof knowledgeabout congestion level amongentitiesparticipating in communica-
tion. An advancedback-off mechanismwasproposedto spread informationabout congestion. Furthermore,
thebasicRTS-CTS-DATA reservationschemahasbecomeanRTS-CTS-DS-DATA-ACK schemawith sig-
nificantly improvedperformance. In theseprotocols message originators reserve reception areaat the sink
by exchange of RTS-CTScontrol messages. This is in contrast to CSMA wherereservationwasdoneat
originators. Thispowerful methodhasadrawbackof introducing smallcontrol packets into thenetwork that
later collide with otherdata,control, or routing packets. IEEE 802.11MAC standard [OP] wasdesigned
with a reservation system similar to MACA or MACAW in mind. 802.11hasalsoimprovedfairnesscharac-
teristics,however, in [LNB98] authorspointoutdeficienciesin thefairnessof thisprotocol,aswell. Detailed
discussionof theseprotocols is omittedherebut canbefound in [Ra96, BD+94, 802.11].

Routing Protocols. The role of routing protocols for mobile/ad-hoc networks is to find the shortestpath
from the source to the sink of a datatransmission. The mostcommonmetric for assesing the quality of
theseprotocolsis thenumberof hops datapackets take to reachthedestination, though,other metricsbased
on traffic, contention, availablepower at tranceiversetc. have alsobeenproposed. Routingprotocols fall
in oneof the two categories: proactive andreactive. Reactive routing protocols arealsoreferred to ason-
demand. Proactive protocolsattemptto maintainroutes to all destinationsatall times,regardlessof whether
they are needed. An exampleof pro-active protocol is DSDV [PB94]. In DSDV eachnodemaintains a
routing table that lists all available destinationsandroutesto them. Eachnode periodically brodcaststhe
routing table to its neighborswhich incorporate that informationinto their own tables. AODV [PR99] is an
on-demandextensionof DSDV. This protocol is trying to minimize thenumberof routing table updatesby
spawning broadcastmechanismonneed-to-know basis. Whenanodeneedsto find adestinationit brodcasts
a route request packet. This packet is floodedthroughout the network and eachforwarding nodestores
the nodeaddressfrom which it camein their routing table. The route request packet either reaches the
destination nodeor a forwarding node with an unexpired route to the destination. This nodesends back
a route reply packet which follows the reversed route to the source. This packet is also usedto update
routing tables of forwarding nodes. The source nodeis now readyto send data packets that foll ow the
route to the destination provided by eachforwarding node. DSR [JM96] implements a similar strategy to
AODV. In this protocol, however, the full route to the destination is encodedinto the route request/reply
packet, andlater stored at sourceandcopied into datapackets. Datapacketsthuscontain a complete route
to the destination in their headers, anddo not rely on forwarding nodesto provide this information. The
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disadvantageis higher requirementonmemoryatsourcenodesandbigger sizeof routerequest/reply packets
asthey encapsulate the complete route. TORA [PC97] is an example of a distributed on-demandrouting
algorithm. This protocol hasan advantageof localizing algorithmic reaction whenever possible. Route
optimality in thisprotocol is consideredof secondaryimportance.A comprehensivesurvey of variousrouting
protocolscanbefoundin [RS96].Performancecomparisonof variousrouting protocolsfor ad-hoc networks
canbefound in [BM+98].

Recently, many researchersadvocateduseof theGlobal Positioning System(GPS)in efficient routing.
BasedonGPScoordinatesin LAR scheme1 andscheme2 [KV98] theauthorscomputeazonewithin which
thedestination nodeis believedto belocated.Thisapproachdecreasesrouting overheadandcommunication
complexity. Theforwarding schemeof LAR is similar to DSR,however, theintermediatenodesareallowed
to forward routerequest packets only to neighborsin thezone.

In this paper, we consider threewell known routing protocols: (i) DynamicSourceRoutingProtocols
(DSR)[JM96], (ii) Ad-hocOn-demand DistanceVectorRouting (AODV) [PR99]and(iii) Location-Aided
Routing (LAR) Scheme1 [KV98]. Similarly we consider threewell known MAC layer protocols: (i)
CSMA/CA, (ii) MACA and(iii) 802.11.

Many mobility models for ad-hoc networks simulations have beenproposed. Theseinclude the ran-
domwaypoint model [JM96], random mobility model [ZD97], andexponential correlated random model
(ECRM)6 [RS98]. Thefirst two specify movementfor individual nodes,whereastheECRmodelis a group
mobility model. It specifies movementof a group of nodes in a correlated way. This model providesa
morerealisticmodelfor nodemovement.A moresophisticatedmodelis theReferencePoint GroupMobility
(RPGM)model [HG+99]. See[HG+99, BCSW98,RS96,RS98] for a comprehensive discussionof other
mobility models.

2 Our Contrib utions

Weconductacomprehensive simulationbasedexperimentalanalysis to characterize theinteractionbetween
MAC, routing protocols, nodes’ speedandinjection rates in mobilead-hocnetworks. Ourwork is motivated
by theearlier work by Balakrishnan et.al. [Ba98, KKB00], Ephremidis [Ep02], Gerlaet al. [GK+00] who
studied the inteaction between transport layer and the MAC layer and the recent results by Royer et.al.
[DP+, DPR, RLP00] that note the interplay betweenRouting andMAC protocols. In [DPR], the authors
concludeby saying – “This observationalsoemphasizesthecriti cal needfor studying interactions between
protocol layers whendesigning wirelessnetwork protocols”.

Thispaper aimsto undertake preciselysuch astudy. Weemploy threedifferent mobility models: (i) grid
mobility modelthatsimulatesmovementof nodesin a town with grid architecture,(ii) therandomwaypoint
mobility modelthatapproximates mobility in squareareabut thedirectionality andduration is random, and
(iii) the exponential correlated random mobility model [RS98] that approximates movementof groups of
nodes in a square area.The modelsareall qualitatively different. At oneextremeis the random waypoint
movementmodelwith no predictablemovement,while on theotherextremeis theECRmodelwherepoints
form clustersandtheseclustersmove in fairly deterministic fashion. Thegrid mobility modelis somewhere
in themiddle.

Apart from mobility patterns,we studytheeffect of MAC, routing protocol, nodes’ speedandinjection
ratesof packets on thesystem performance.More details on theinput variablesarelistedin Table6.

6We useECRM andECRModel interchangeably.
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Our evaluation criteria consists of following basic metrics: (i) Latency: Averageend to end delay
for eachpacket asmeasured in seconds,andincludesall possible delays caused by buffering during route
discovery, latency, queuing andbackoffs, (ii) Total numberof packetsreceived: (andin somecasespacket
delivery fraction) (iii) Long term fairness7 of the protocols, i.e. the proportional allocation of resources
given to each active connection. Eachof the input parametersand the performancemeasures considered
herehave beenusedin oneof the earlier experimentalstudies [DP+, BM+98, KV98, RLP00, RS98]. We
briefly commenton the parameters chosen in [DP+, RLP00] sincethe two studies are closest to the one
in this paper. The authors consider two parametersthat arenot varied in this simulation: (i) Pausetime
in movementmodelsand(ii) total numberof connections. In our casethe pausetime is always 0 andthe
numberof connections typically keptat 2. Insteadwe vary (i) the injection rate,(ii) movementmodelsand
(iii) speedof nodes. Basedon the discussionin [DP+], a pausetime of zeroandour injection rateswhich
startat .05second andup imply thatour scenariosmightbeconsidered“stressful”. Mostof our resultsagree
with their general findings in this regime.

Eachcombinationof the input variable corresponds to a scenario. We usefour input variables,each
with threedifferent levels, which results in total numberof � �
	���
 scenarios. We ran eachscenario 10
timesto get a reasonablesample sizefor statistical analysis. This resulted in 810 runs. We constructed3
basicexperiments:eachcorresponding to oneof the mobility models. For each of thesemobility models,
we have 81 scenarios and 810 runs. In our experiments,we make two important observations: (i) All
parameters considered hereare important and cannot be ignored. Specifically, the results show that two
and threeway interactions are quite common; also, the interacting variables differ for different response
variables (performance measure). Thusomitting any of these parametersis not likely to yield meaningful
conclusions. (ii) Thevariation in parametersrepresents realistic possibiliti es. Otherclosely relatedstudies
have alsoconsidered similar parameters.See[RLP00,DPR, DP+, BM+98].

Giventhelargenumberof variablesinvolvedi.e. MAC, router, injection rate,nodes’ speed, mobility and
several levelsof each variables,it is hardto deriveany meaningful conclusionsby merelystudying plotsand
tables. In orderto effectively dealwith the combinatorial explosion,andto draw conclusions with certain
level of precision andconfidence,we resort to well known techniquesin statistics that cansimultaneously
andeffectively handle suchdatasets.We setupa factorial experimentaldesign andmeasuretheresponseof
3 importantresponsevariables(outputmetrics). Weuseanalysisof variance(ANOVA) to perform statistical
analysis. A methodological contribution of this paper is the useof statistical methodsto characterize the
interactionbetween the protocols, injection ratesandspeed8. Even though it is widely believed that these
parametersinteract in affecting theperformancemeasure, to our knowledge a formal studysuchastheone
undertaken in this paper hasnot beenpreviously done.Thesimplestatistical methodsusedherefor analysis
of network/protocol performancemodeling are of independent interest and can be usedin several other
contexts.

While intuitively it is clear that different levels in the protocol stackshould affect eachother in most
cases; to thebestof our knowledgea thoroughunderstanding of this interaction is lacking. Theonly related
referencesin this direction thatweareawareare[Ba98, KKB00, GK+00,RLP00,DP+,DPR]. In [KKB00],
theauthorsconsidered TCP/IP protocol anddevised anelegantsnoop protocol thatconceptually sitsbetween
the transport layer and the network layer to overcome this problem. They also point out how short term
fairnessof the MAC canaffect the TCP/IP performancewhich in turn canaffect the overall performance

7Later, any referenceto fairnessimplieslong termfairness.
8Thestatisticaltechniquesusedin thispaperarewell known androutine;but to ourknowledgehavenotbeenpreviously applied

in our setting.
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of thecommunication system. In [RLP00] theauthorsconsidered performanceof routing andthe effect of
MAC layers on routing protocols. Our results canbeviewedasfurtheringthestudyinitiatedin [RLP00]9 in
thefollowing ways:

1. In [RLP00], the authors considera multitudeof routing andMAC protocolsasconsideredhere.But
theauthorsdid notconsidersimultaneously theeffectof injection rates,spatial locationof connections
andmobility modelsin characterizing the interaction. As our results show eachof theseparameters
play a significant role in characterizing interaction.

2. Statistical methods to characterizeandquantify interactionsbetweenprotocolshave not beenconsid-
eredprior to this paper. Moreover, we characterize the interaction not only between the MAC and
routing protocolsbut alsobetweenotherinput parametersandshow thatin many casesaresignificant.

3. In [RLP00], theauthors leaveopenthequestion of characterizing the interplay betweenOn Demand
Routing protocols and MAC protocols. This papertakes the first stepin this direction andconsiders
AODV and DSR (both of which are on demandrouting protocols). Our findings show that these
protocolsexhibit different levelsof variationsdueto MAC protocols.

4. Finally, thepapernot only aimsto studytheeffectsof MAC layeron routing layerbut alsostudies the
effect of routing layer on theMAC layer. Theresults show that the interactionis both ways: routing
layers affect MAC layersandMAC layersaffect routing layers.

2.1 Summary of Experiment SpecificResults

We first summarizeresults specificto each experiment.

Experiment 1: Grid mobility model. CSMA and MACA did not perform well. For MACA, this was
accompaniedwith anextremeincreasein MAC layercontrol packetsgenerated.Interactionbetween MAC
androuting layer protocols is quite apparent. Control packetsat the routing layer in many casesfailed to
deliver therouteto thesource. This wasespecially trueat higher speedswhich is consistentwith theearlier
experimentalstudies[DP+,BM+98, KV98, RLP00, RS98].Thiscausedthedatapacketsto spend inordinate
amounts of time in the node buffers and their subsequent removal due to time outs. Numberof control
packetsfor 802.11wasalsoextremely high andvaried underdifferentrouting protocols. Yet it is fair to say
that it performedsubstantially better thanCSMA andMACA at low speeds. As for the routing protocols,
AODV performedbetter thanDSR,or LAR scheme1 – demonstrating an advantageof distributed routing
(AODV) informationhandling over centralized (DSR).

Experiment 2: Random waypoint model. This experiment illustratedthe differenceasmeasured by re-
sponsevariablesbetween modelsin which movementof nodesis correlatedin someway versusmodelsin
which the nodemovementis by andlarge random. The temporal varianceof individual node degreesand
connectivity is quite high. As a result, the performanceparameters exhibit the worst behaviorunderthis
movementmodelascompared to othermovementmodels. CSMA andMACA performedpoorly. Perfor-
manceof 802.11dependedon therouting protocol used,andperformedbestwith AODV.

Experiment 3: Exponential correlated random model. ECRM representsa mobility model that keeps
relative distancesof nodeswithin a group roughly constant. Moreover, the nodal degreeandconnectivity

9We arenot awareof othersuchstudiesin theliterature.
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A Differ ent Mobility Models

(a) Grid Mobility Model

i. Latency: Significant 3wayinteraction– Routingprotocols,Transceiver (node)speedsandtheMAC
protocolsinteractsignificantly.

ii. Number of packetsreceived: Significant4-wayinteraction–Routingprotocols,Transceiver (node)
speed,Injection rateandtheMAC protocols interactsignificantly.

iii. Fairness: 2 kinds of 2-way interactions – Routing protocol/MAC-protocol and MAC-
protocol/InjectionRatearesignificant.

(b) ECR Mobility Model

i. Latency: Significant 3wayinteraction– Routingprotocols,Transceiver (node)speedsandtheMAC
protocolsinteractsignificantly.

ii. Number of packets received: All 2-way interactions exceptRoutingprotocol/Injection rateand
RoutingProtocol/TransceiverSpeedaresignificant.

iii. Fairness:OnlyRoutingprotocolsandMAC protocolsinteract.All otherinteractionsarecompletely
insignificant.

(c) RandomWaypoint Mobility Model

i. Latency: Unlike thefirst two mobility models, thereis no 3-way interactionwhenlatency is used
as the responsemeasure. Among 2-way interactions, the only significant onesare MAC proto-
cols/injectionrate,Routingprotocols/TransceiverspeedandRoutingprotocols/MAC-protocol.

ii. Number of packetsreceived: All 2-way interactions aresignificantexcept theinteractionbetween
routerandnodes’ speed.

iii. Fairness: The only 2-way interactions that are significantare MAC protocol/Injection rate and
Routingprotocol/MAC protocols.

B Variable Number of Connections

i. Latency: Significant3-wayinteraction betweenMAC, routing protocols,andthenumberof connections.

ii. Number of packetsreceived: Significant interactionbetweenMAC androuting protocols.

iii. Fairness:???

Figure1: Brief Summary of Statistical Resultson Interactions BetweenVarious Input Variables.

characteristics of nodeswithin a group stayroughly the sameandthis feature positively influences perfor-
mance.Performance of 802.11with this modelis very good,andperformanceof MACA showssignificant
improvement over the randomwaypoint model. Performanceof CSMA is againvery poor. Thecorrelated
movementof nodeswithin a group facilitated routing anddecreasedthe numberof control packets at the
MAC aswell astherouting layer.

2.2 Broad Conclusionsand Implications

1. The performanceof the network varieswidely with varying mobility models,packet injection rates
andspeeds; andcanin fact be characterized asfair to poor depending on the specific situation. No
single MAC or routing protocol, aswell as,no singleMAC/routing protocol combination dominated
theotherprotocolsin their respective classacross variousmeasuresof performance. Nevertheless,in
general,it appearsthatthecombination of AODV and802.11is typically betterthan othercombination
of routing andMAC protocols. This is in agreementwith theresults of [DP+,RLP00].
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2. MAC layerprotocols interact with routing layerprotocols. This conceptwhich is formalized in Sec-
tion 3 and 5 implies that in general it is not meaningful to speak abouta MAC or a routing protocol
in isolation. SeeFigure1 for asummaryof results on interactions.Suchinteractionsleadto trade-offs
between the amount of control packets generatedby eachlayer. More interestingly, the results raise
the possibility of improving the performanceof a particular MAC layer protocol by using a cleverly
designedrouting protocol or vice-versa.

3. Routing protocolswith distributed knowledge aboutroutesaremoresuitable for networks with mo-
bili ty. This is seenby comparing theperformanceof AODV with DSRor LAR scheme1. In DSRand
LAR scheme1, informationabout a computedpathis beingstoredin theroutequery control packet.

4. MAC layerprotocolsshow varying performancefor variousmobility models.It is not only speedthat
influencestheperformancebut alsonodedegreeandconnectivity of thedynamicnetwork thataffects
theprotocol performance.

3 Characterizing Interaction

An important research question we study is whetherthe four factors i.e. routing protocol, nodes’ speed,
MAC protocol and injection rate interact with eachother in a significant way. Of particular interest is to
characterize theinteraction between theMAC andtherouting protocols.

Variable Interaction. Statistically, interaction betweentwo factors is saidto exist wheneffect of a factor
ontheresponsevariable canbemodifiedby another factor in asignificantway. Alternatively, in thepresence
of interaction,themeandifferencesbetween thelevelsof onefactor arenotconstantacrosslevelsof theother
factor. Weillustratethis by asimpleexample.Supposewewantto know if injection rateandspeed of nodes
interact in affecting the numberof packetsreceived. The dependentor responsevariable is the number of
packetsreceived. The independent variables (factors) are injection rateand speed of nodes. Thegoal is to
testif there is interactionbetweeninjection rateandspeed of nodes.

Our main concern is not if the numberof packets received differs betweendifferent speedlevels or
whether the numberof packetsreceiveddiffers between low andhigh injection rates.Our mainconcern is
to determineif oneinjection rateperformsrelatively better(in termsof number of packetsreceived)thanthe
other for differentspeedlevels. In other words,is there interaction between injection rateandthespeed of
nodes. If the differencebetween the meannumber of packetsreceived is the samefor all speedlevels for
bothinjection rates,thereis no interactionbetween injection rateandnodes’speed. Figure2(a)conceptually
shows absenceof interaction between theinjection rateandspeedof nodes.10

However, if themeandifferencein number of packets receivedfor differentspeedlevels is significantly
different for high injection ratesversus low injection rate,an interaction between injection rateandspeed
of nodesis saidto exist. Figure2(b) conceptually shows the presenceof interaction betweenthe injection
rateandspeed of nodes. Table1 illustrates the concept via the datacollectedfrom our simulations. The
first threerows of the tableshow that the differencebetweenthe meanvalue of packets received at high
andlow injection rates is very different for thethree speedlevels. The � -testwhich is explainedlaterfinds
this differenceto be statistically significant andhence we conclude that speedand injection rates interact
whennumberof packetsis used astheresponsevariable. In otherwords, onecannot explain thevariationin

10Thereis no realdataplottedfor Figure2. It is shown just for illustrative purpose.
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Figure2: Interaction levelsbetween Injection RateandSpeedof Nodes

Speed Low Inj High Inj Diff in High-Low Inj.
MeanNumberof PacketsRecd.

10m/s 28.17 12.52 15.65
20m/s 18.51 8.39 10.12
40m/s 11.12 4.74 6.38

MeanValueof Latency
10m/s 0.61 0.81 0.20
20m/s 1.21 1.28 0.07
40m/s 2.02 1.91 0.11

Table1: This tableshows themeanvalueof theresponsevariable for high-low injection ratesanddifferent
speed of thenodes.Theinteraction is foundto besignificantin caseof responsevariablenumber of packets
received but insignificant in caseof latency.

numberof packetsby considering eachof theseparametersindividually; it is thecombinationof thevariables
that is important. Thesecondpartof Table1 shows themeanvalueof latency. Thedifferencein themean
value of latency at high and low injection ratesis insignificant according to the � -test at different speed
levels which implies that thereis no interaction betweenspeed andinjection rates whenlatency is usedas
theresponsevariable.

Algorit hmic Interaction. In thecontext of communication networks, we alsohave anotherkind of inter-
action – algorithmic interaction. Suchaninteraction exists between two protocols(algorithms)operating at
individual transceiver nodesof a communicationnetwork. Herewe usethe word interaction to meanthat
the behavior (semantics) of a protocol at a given layer in the protocol stack variessignificantly depending
uponthe protocols above or below it in the protocol stack. Note that in contrast, speedandinjection rates
arevariablesand the valueof one remainsunchanged whenwe change the value of the other. Algorith-
mic interaction canbe moresubtle. First, the changein a responsevariable is a resultof the complicated
causal dependenciesbetweenthe two protocols � and � that mutually affect eachother. Second, someof
theeffects of this interaction might bemeasurablewhile other effects might not bedirectly measurable. For
instance,in caseof routing protocols althoughthe routing pathsneednot have commonnodes, they might
cause interaction between two MAC protocols operating at distinct transceivers(that arenot neighbors) as
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a result of long range effects. Theseeffects can typically be producedthrough intermediatesequenceof
routing paths. To make mattersmorecomplicateda routing protocol at a givennodeinteractswith a routing
protocol at anothernode. Thuswe have interaction between: (i) two routing/MAC protocolsrunning at two
distinct andnot necessarily adjacent nodesand(ii) a MAC anda routing protocol running at the sameor
distinct nodes.We illustratethis via our simulation experiments.

Example 1: Intuitively, it is clear that thespecific routes chosenby the routing protocol affectstheperfor-
manceof theunderlying MAC protocols. In this section, we try to understand this effect further. First note
that although the routing paths neednot have commonnodes, they might be closeenough so asto cause
MAC protocolsat nearby transceiversto interact. Consider the following setting illustratedin Figure3(a).
We have shown threepathsfrom 
 to � andsimilarly threepathsfrom � to � . The paths 
������ � and
� ����� � arecompletely non-interfering. Paths 
������ � and � ����� � sharethenode � andthusclearly
interfere. Thepaths 
 ��!�� � and � �#"$� � areinteresting. Thesepaths do not share nodesbut influence
eachother in that ! and " cannot simultaneously transmit under the radio propagation model. Figure3 (b)
shows a simplegrid. We have two connections, both running from left to right. Oneconnection is at the
top of the grid andthe otherconnection is at the bottom of the grid. (A) An exampleof a situation when
the routing protocol found the shortestpath. Thus,there wasno interaction betweenthe two pathsshown
with theactual hops.TheMAC layertransmittedall 1,000packetsperconnection andthelatency was0.017
seconds.(B) Illustrates a situationwhentherouting protocol found a really badroute.Out of 1000 packets,
the upper connectionreceived only 2 packets andthe lower connection received 993 packets. The latency
was0.17sfor the upperconnection and0.014s for the lower connection. (C) This shows situation that lies
in betweentheprevioustwo situations. Packetsreceivedfor theupperandlower connectionswere425and
983respectively. Thelatency for theupper connectionwas0.028sandfor thelower connection 0.0175s.

Example 2: We show the interaction between MAC androuting layer. The interaction is measuredby the
variation in thenumberof control packets generatedby each layer. In this example we consider two routing
protocols: AODV andDSRandtwo MAC protocols: MACA and802.11. Interestingly, quantifyi ng CSMA
interactionis somewhatharder sinceit doesnot generateany control packetsperse.Wecould have used the
numberof back-offs asa proxy variable though. For illustrative purposes,theexperimentsweredone on a
static grid. This allows usto show a spatial distribution of control packets andthusargueabout long range
interactions. The network is shown in Figure3(c). Thereis a transmitter at eachgrid point which hasthe
samerange. Figure3(c) shows therangefor oneof thetransmittervia a dottedquarter circle. Therearetwo
connections. Thefirst connection startsat node % 
'&)(+* andendsat node % 
'&,�-* . Thesecond connection starts
at node % �.&)(+* andendsat node % �.&,�-* . We considerfour combinationsobtainedby using MACA and802.11
asMAC protocolsandAODV andDSRasrouting protocols.Figure4 showstwo differenttypesof plotsone
for eachcombination(8 plots in total). Thequantities plotted are:(i) distribution of MAC overhead packets
and(ii) distribution of routing overheadpackets. Fromthe figuresit is clear that the differentcombination
yield different levelsof overhead.This phenomenonbecomesmorepronouncedin thepresenceof mobility
as shownin Section 6. We have also plotted a spatial distribution of these control packets producedat
eachnode. Figure5 shows examplesof MAC/routing overheadfor threedifferent(MAC, Routing) protocol
combination. Thesquaregrid is represented in the %0/ &)1�* -planeandthe the height of thebarsdenotesthe
averagenumberof MAC/Routingcontrol packetsgeneratedover10runsateachtransceiver. Interestingly, as
thefiguresshow, therouting protocol triesto discover non-interfering paths. Theother plotsareomittedbut
canbeobtainedfrom theauthors.Theresults clearly demonstrateprotocol level interaction. They alsoshow
that the spatial distribution of the overheadpacketsvary; this aspect is harder to demonstratefor dynamic
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Figure3: (a) and(b): Illustrationof Example1. (a) Illustrating schematically theeffect of routing pathson
MAC layer protocols. (b) Figureillustrating the different paths usedby a routing protocol. (c) Setup for
Experiment 2. The first figure schematically illustratesthe connectivity of the graph. For clarity only the
edges incidenton thenode 243�5)3+6 areshown. Thedotted arcshows thetransceiver’s radiorange.
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Figure4: Figureshowing theMAC androuting overheadpacket distribution for Example2. Theoverhead
is plotted as number of nodes with a given numberof routing or MAC layer packets. For example, the
right handfigure shows that for the combination of 802.11 andAODV therewere31 nodes that produced
two routing control packets,andthat therewasno nodethatwould produce4 routing control packets. The
network is asshown in Figure3 (c). Eachfigureconsistsof four plots: onefor eachMAC/routing protocol
combination. The left plot shows the MAC overheadpacket distribution, the right plot shows the routing
overheadpacket distribution.

The results show that the routing protocol cansignificantly affect the MAC layer protocols andvice-
versa. The paths taken by the routing protocol, induce a virtual network by exciting the MAC protocols
at particular nodes. Conversely, contention at the MAC layer cancausea routing protocol to respond by
initi atingnew routequeriesandrouting tableupdates.Combined with theresults of [KKB00, RLP00],our
results showthatdiscussion about theperformanceof a MAC or a routing layercannot typically becarried
out without putting it in context of theother protocols in thestack. Moreover given the randomizednature
of the protocols and constant movementof transceivers in an ad-hoc environment makes the problem of
engineering theseprotocolssignificantly harder.
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Figure5: Figureshowingthespatial distribution of thecontrol overheadfor Example2. Thenetwork is as
shown in Figure3 (c). All the plots arefor injection rateof 0.025seconds. Left : Resultsfor MAC layer
overheadfor (802.11,AODV). Center: Resultsfor MAC layeroverheadfor (MACA,AODV) combination.
Althoughthenumberof MAC overhead packetsappearslow, it is becausethepercentageof packetsdelivered
using this combination is substantially lower than what is delivered using (802.11,AODV) combination.
Right: Resultsfor Routinglayer overheadfor (802.11,AODV) combination.

4 Experimental Setup

Wefirst describethedetailsof theparametersused. Theoverviewof theparameterscanbefoundin Figure6.

4.1 Measuresof Performance

The independent (input) variablesare(i) Routingprotocol, (ii) MAC protocol, (iii) Nodes’speed, (iv) In-
jection interval (rate) for the packets and (v) Network topology (dynamically changing over time). The
following piecesof information (alsocalled the dependent variable) werecollected: (i) Latency: Average
endto enddelayfor eachpacket asmeasuredin seconds;in includesall possible delaysdueto routediscov-
ery, queuingor backoffs, (ii) Ratioof numberof packetsreceivedto number of packetsinjectedin percentage
points, (iii) Long termfairness:Assignmentof resourcesto connections.

We usedtwo connections in our analysis. Also we consider a fixed simulation area. In Section7, we
discussour results whenthesetwo parametersarevaried. Averagenumber of packetsreceivedandlatency is
simplymeasuredasarithmetic meanover10or 30independent simulation runs.Thetotalnumber of samples
persimulation run wasproportional to thenumberof connections. We compute (long term) fairnessratio 8
for eachsimulation run asallocationbetween the connection with the highest numberof packetsreceived
andthethesumof packetsreceivedfor theremaining connections. More formally, let 9 denote thenumber
of connections, let :+; bethenumberof packetsreceivedby connection < , let :,=?>,@ 	�ACBD�FE : � &HGHGHGI& :KJML , and
let N denote a connectionsuchthat :IO 	 : =P>)@ then 8 	RQTSVU�WYXKZ JD[ �]\^`_bac+d Q _ . It foll ows that any deviation from

8 	e
 represent an inequitable allocation of resources. For 9 	 � this ratio reducesto : � f : � or : � f : 
 .
Note that for our simulations there hasnever beena casethat : =?>,@ 	e( and 8 was set to 
H(Y(�Gg( in the
rarecaseswhenthe denominatorequaled zero. Moreover, connections never shared sinks or sources,i.e.,
EIhIiIjVkYlnm � &HGHGHGo&,hIiIjVkYlnm J Lqp EIh <r9sN � &HGHGHGT&,h <r9sN J L 	ut . Fairnessresults in the form of graphs11 werefurther
adjusted. In casethat 8�v �.Gg( we set 8 	w�.Gg( to emphesizesmallervaluesandsubsequently this interval
wasnormalized into x 
'& �-y interval. Finally, averagefairnessfor j simulation runs is �z|{ z;~} � 8 ; where 8 ; is
the adjustedandnormalized fairnessfor the < th simulation run. In a few casesfor 9 	 � we have plotted
the average fairnessso that the resourcesassigned to Connection 1 and Connection 2 could be uniquely

11For statisticalanalysistheratio hasnot beenfurtheradjustedor modified.
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identified. The result are graphs where 8 was normalizedinto x 
'& �-y interval if : ��� : � and into x (�&o
 y
interval otherwisewheredeparturefrom 8 	�
 towards � or ( meansaninequitableassignmentof resources
with respectto Connection 1 or 2.

Additionally to thebasicperformancemeasureswe have computed distributionsof nodedegrees. This
kind of distribution is important for understanding thevariability in this measure. Theresulting graphsshow
adependencebetweenagivennodedegreeandits occurencefor k nodesin absolute terms.Thedistributions
of MAC or routing layercontrol packetswerecomputedasdependenciesbetween agivennumberof control
packetsandthe number of nodes using the given number of control packetsfor establishing access to the
mediumor engaging in routeacquisition procedures. As before the ! -axis shows the numberof nodesin
absolute terms. On the contrary to the various distributions described just above we have computed the
spatial distributionsof MAC or routing layer control packets asan average over j simulation runs. Spatial
distributionsuniquely tie a given averagenumberof control packetsused to the geographical position of a
node. Obviosly, spatial distributions could only be computed for staticnetworks. The total of MAC layer
control packets for a nodewascomputedasa sumof control packets sent out, i.e. for 802.11a sumof RTS,
CTSandACK packets,andfor MACA a sumof RTS andCTSpackets. The total of routing layer control
packetswascomputedasa sumof RREQandRREPfor AODV, andRREQ,RREPandRERRfor DSRand
LAR scheme1. Theaveragenumberof control packets for anodewascomputedasanarithmetic meanover
j simulation runs.

4.2 Mobility Models

Grid Mobility Model: Thesetup of this experiment is a grid network of ����� nodes.Thegrid unit is 100
meters.Thereare49 nodesthat arepositioned on the grid. SeeFigure7(a). The mobility model follows
movementin anareawith grid architecture, i.e.,nodesat %0< &��.* moveonly to oneof the8 adjacentgrid sites.
If a nodereachesa boundary, it is reflected backandcontinuesto move with thesamespeed. Let thenode
IDs range from ( to � � ; theIDs areassignedrow wisestarting from thetop andfrom left to right.

The movementof the nodes is described quite simply. Let ( � N � � � . Nodesbelonging to the
equivalenceclass (�� N�%����.��� * startmoving to the South,nodesbelonging to the class 

� N�%0������� *
startmoving to the North, nodes belonging to the class � � N�%r������� * startmoving to the Eastandnodes
belonging to the class � � N�%r���.��� * startmoving to the West. Whena node reachesthe endof the grid,
movementof thenodeis reversed.Thisis essentially reflecting theboundarycondition asopposedto periodic
boundarycondition usedin many othercontexts. Werun thesimulation with threedifferentnodespeeds: 10
m/s,20 m/s,40 m/s.

Random Waypoint model: Thesetup of this experiment is againa grid network of ����� nodes.Thegrid
unit is 100 meters.Thereare49 nodes(numbered 0 to 48) that arepositioned on the grid. In this model,
nodesmove from thecurrent position to anew randomly generatedposition at apredetermined speed.After
reaching thenew destination a new randomposition is computed. Thereareno stop-overs,i.e., nodesstart
moving immediately to a new destination. This setup is depictedin Figure7(b).

ECR Model: Thesetup of thisexperimentis anareaof �'(Y( � �'(Y( metersontowhichweuniformly randomly
position �+� nodes. Let thenodesbenumbered from ( to � � in theorderthey arepositionedontothegrid. We
divide thenodesinto four groups. Nodesbelonging to theclass (�� N�%�������� * form thefirst group, nodes
belongingto theclass 
�� N�%�������� * form thesecond group, nodes belonging to theclass� � N�%�������� *
form the third group, andnodes belonging to the class � � N�%4������� * form the fourth group. The setup
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1. Network topology: We describetheexperimentspecifictopologiesin respectivesections.

2. Number of connections:We usetwo connections.

3. Routing protocols : AODV, DSR,LAR scheme1. Thesearedenotedby �$� , �����P��� . Thesetof routing
protocols will bedenotedby � . The routing protocols werechosenbasedon the recommendations madeby
[DP+,JL+00] afterundertakingadetailedexperimentalstudyof recent routing protocols.

4. MAC protocols: IEEE 802.11 DCF, CSMA and MACA. Theseare denoted by ��� , ���¡ ¢�£� . The
setof MAC protocolswill be denotedby � . Again the choice of theseprotocols is basedon the study in
[RLP00, WS+97].

5. Thesizeof physicalareasimulatedwas ¤T¥I¥q¦�¤T¥I¥ meters.

6. Speedof nodes: 10m/s,20m/sand40m/s.a Thesearedenotedby §V¨ , ©«ª�¬�ª�­ . Thesetof all speedswill be
denotedby § .

7. Injection rates: low (0.05 second), medium(0.025 second) andhigh (0.0125second). Theinjectionratesare
denotedby ®b¯ , ©�ª¢°«ª¢­ . The setof injection rateswill be denoted by ® . The initial packet sizewas256
bytes,theinitial numberof packetswas2,000,andtheinitial injectioninterval was0.05 second. Eachtime the
injectioninterval wasreducedby afactorof 2, wealsoreducedthepacketsizeby afactorof 2 but increasedthe
number of packetsby a factorof 2. For example, if theinjectioninterval washalved to 0.025 secondsthenthe
new packetsizewas128bytesandthenew numberof packetswas4,000. Thisallowedusto keeptheinjection
at inputnodesconstant at 40,960bits persecond.

8. Simulation runs: 10runsfor any combinationof input parameters.

9. The bandwidth for eachchannel wassetto 1Mbit. Otherradiopropagation modeldetailsareasfollows: (i)
Propagation path-lossmodel: two ray (ii) Channelbandwidth: 1 Mb (iii) Channelfrequency: 2.4 GHz (iv)
Topography: Line-of-sight (v) Radiotype:Accnoise(vi) Network protocol: IP (vii) Connection type:UDP

10. Simulator used: GlomoSim[BT+99].

11. Thetransmissionrange of transceiverwas250meters.

12. Thesimulationtime was100seconds.

13. Hardwareusedin all caseswasa Linux PC with 512MB of RAM memory, anda 500, 850, or 1000 MHz
microprocessor.

am/sstandsfor meterspersecond.

Figure6: Parameters usedin theExperiments.

is shownin Figure7(c). The four groups follow the exponential correlatedrandom modeldescribedby an
equation of the form x ±0²´³¶µT·$¸ x ±0²�·º¹b»½¼�¾]¿�ÀoÁÂ³ÄÃÆÅ-Ç�ÅYÈÉÅKÊ µ«Ë�¹ »½¼KÌ)¿�ÀoÁ where: (i) x ±0²�· is the position ( È ,Í ) of a group at time ² , (ii) Î is a time constantthat regulatesthe rateof change,(iii) Ç is thevariancethat
regulatesthevarianceof change,(iv) Ã is thevelocity of thegroup, and(v) È is Gaussianrandom variable.
Let ÏDÐ be the orientation of thevelocity vector Ã for the Ñ -th group. Theorientation is assignedasfoll ows:
thefirst group - south, thesecond group- north, thethird group- east,thefourth group - west.Shouldanode
reachboundaries of the areaits orientation is reversed. After all nodes’ orientation is reversed, the group
starts moving to theoppositedirection.

Network topology is characterized asa simpledistribution of node’s degrees(radio radius = 250m) at
a given time during simulation. The distribution is not averaged but derived from mobility pattern of a
single run. By providing distributions for varioussimulation timeswe provide insight into theevolution of
network’s topology over time.
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(a) (b) (c)

Figure7: (a) Grid mobility and(b) RandomWaypoint Models. Weposition 49 nodesontoa Ò�Ó
Ò grid. The
nodes arenumberedfrom thetop left corner in row wiseorder. Thefiguregivesanexample for four chosen
nodes. Movementfor other nodesis not shown.Therearetwo connections: the first onefrom the top left
corner to the bottom right corner, andthe second onefrom the top right corner to the bottomleft corner.
(c) Exponential correlatedrandom mobility. We position 49 nodesuniformly ontoa Ô'ÕYÕ�Ó
Ô'ÕYÕ metersarea.
The nodesarenumbered in the ordertheir random position is computed. The startmovementdependson
assignmentof thefour groups.

5 Statistical Analysis

Wesetup astatisticalexperimentto evaluate theperformanceof thefoll owing four factors; theMAC proto-
col, routing protocol, theinjection rateandthespeed at which thenodesaremoving in thenetwork. Eachof
thesefour factors (variables)have threelevels (valuesthevariablestake). Thevariablesandtheir levelsare
givenin Section2.

In this study, we analyze, if the four factors, interact in their effect on the performancemeasure. We
perform threedifferent analysis,onefor each performancemeasureto observetheinteraction amongfactors.
We perform a different setof experimentsfor eachof the mobility models. Our general implications are
summarizedin Figure1.

5.1 Experimental Setupfor the Statistical Analysis

Eachsetof experiment utilizesthreedifferent combinations of MAC, router, injection rateandthe speed;
thusyielding Ön×|ØÄÙ�Ú different scenariosfor eachmobility model.

Approach: We first construct a matrix of 4 dummyvariables. For eachfactor we create a dummyvariable.
This variabletakesa value1, 2 and3 for the threelevels of the factor. For example, the dummyvariable
for MAC protocol, takes a value 1 whenever 802.11 is being usedto calculate the performancematrix,
value2 whenever CSMA protocol is being usedandvalue3 whenever MACA is beingusedto calculate
theperformancematrix. For therouter variable, thedummytakesa valueof 1 whenever AODV protocol is
being usedandvalue2 whenever DSRis being usedandvalue3 whenever LAR1 is being usedto calculate
theperformancematrix. Similardummiesarecreatedfor theinjectionrateandthespeedvariables.To detect
interactionsbetweenthefactors,weuseastatistical techniqueknown astheanalysisof variance(ANOVA).12

12ANOVA is a linearmodel.Therearealternativesavailableto ANOVA which canhandlemuchmorecomplex statisticalprob-
lems. BayesianinferenceUsing Gibbs Sampling is onesuchnon-linearmethodwhich performsBayesiananalysisof complex
statisticalmodelsusingMarkov chainMonteCarlo(MCMC) methods.ANOVA sufficesfor thepurposesof theconclusionsthatwe
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ANOVA is usedto study thesources of variation, importanceof different factors andtheir interrelations. It
is a useful technique for explaining the causeof variation in responsevariable whendifferent factors are
used. Thestatisticaldetails discussedbelowareroutine andareprovidedfor theconvenienceof thereader.
For moredetails on the techniquesusedin this analysis, refer to [GH96, Ron90]. Given that we have four
factors,we usea four factor ANOVA.

Mathematical Model: Theappropriate mathematical modelfor a four factor ANOVA is asfollows:

Û ÐgÜ,ÝnÞgß ¸Äàá³ Í ÐK³#â.Ü?³�Ï Ý ³�ã Þ ³¢± Í âÂ· ÐgÜ ³¢± Í Ï�· ÐäÝ ³¢± Í ãå· ÐæÞ ³
³�±0â�ÏF· ÜçÝ ³¢±0âèã'· ÜçÞ ³¢±�Ï�ãå· ÝbÞ ³é± Í â�ÏF· ÐgÜçÝ ³¢± Í âèã'· ÐgÜ,Þ ³

³�± Í Ïêã'· ÐäÝnÞ ³¢±0âFÏêã'· ÜçÝbÞ ³é± Í â�Ï�ãå· ÐgÜ,ÝnÞ ³�ë ÐìÜçÝnÞgß
where

1. Û ÐgÜçÝnÞgß is themeasurementof theperformancevariable (e.g. latency) for the Ñ í~î routing protocol, ïHí~î
speed, ð í~î MAC protocol and ñ í~î injection rate.

2. ò is thenumberof runswhich is 10 in our experiment.

3. Í Ð is theeffect of routing protocol, âçÜ is theeffect of thespeedof nodes, Ï Ý is theeffect of theMAC
protocol and ã Þ is theeffect of theinjection rateon theperformancemeasures.

4. The two way interaction terms measure theinteraction present between pairsof variables ±0ósô Û · and
areasfoll ows:

(a) ± Í âõ· ÐìÜ : (routing protocol,speedof thenodes);

(b) ± Í ÏF· ÐäÝ : (routing protocol,MAC protocol);

(c) ± Í ã'· ÐäÞ : (routing protocol, injection rates);

(d) ±0â�Ï�· ÜçÝ , (nodes’ speed, MAC protocol);

(e) ±0âõãå· Ü,Þ : (nodes’ speed, injection rates);

(f) ±�Ï�ãå· ÝnÞ , (MAC protocols,injection rate).

5. Thethr eeway interacti on terms measuretheinteraction presentbetween triplesof variables ±0óèô Û ô)öD·
andareasfoll ows:

(a) ± Í â�ÏF· ÐgÜ,Ý : (routing protocol, nodes’ speed, MAC protocol);

(b) ± Í âèã'· ÐgÜçÞ : (routing protocol, nodes’ speed, injection rates);

(c) ± Í Ïêã'· ÐäÝnÞ : (routing protocol, MAC protocol, injection rates);

(d) ±0â�Ïêã'· ÜçÝbÞ : (nodes’ speed, MAC protocol, injection rates).

6. The four way interaction term ± Í â�Ïêã'· ÐgÜ,ÝnÞ measures the four way interaction: (routing protocol,
nodes’ speed,MAC protocol, injection rate).

7. Finally, ë ÐgÜçÝbÞ÷ß is therandom error.

aim atdrawing in thispaper.
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Model Selection and Inter pretation: The modelselection method consideredhereis called the stepwise
method. This methodassumesaninitial modelandthenaddsor deletes termsbasedon their significanceto
arrive at thefinal model. Forward selection is a techniquein which termsareaddedto aninitial smallmodel
andbackward elimination is a techniquein which termsaredeletedfrom aniniti al largemodel.Ouranalysis
usesthe methodof backward elimination whereeachterm is checked for significanceand eliminated if
found to be insignificant. Our initial modelis the largestpossible modelwhich containsall the four factor
effects. We theneliminate termsfrom the initial model to eventually find the smallest model that fits the
data.Thereason for trying to find thesmallest possible modelis to eliminate factorsandtermsthatarenot
important in explaining the responsevariable. After eliminating redundant factors, it becomessimpler to
explain the responsevariable with the remaining factors. The smallermodelscannormally provide more
powerful interpretations.

To test four way interaction betweenthe MAC, routing protocol, nodes’ speedand injection ratesin
effecting the responsevariable, we perform the four factor ANOVA using the above mathematical model.
This is alsocalledthe full/saturatedmodelsinceit contains all 1-way, 2-way, 3-way and4-way interactions.
After running this model, we calculate the residual sumof squares13 andrefer it by øùø«±ºµnúD· , which stands
for residual sumof squaresfor modelnumber14. Thedegreesof freedom14 is referred by ûáüá±ºµnúD· . Now
we drop the4-way interaction term i.e. ± Í â�Ï�ãå· ÐgÜçÝnÞ andreruntheANOVA model. Theresultant modelhas
now only have 1-way, 2-way and3-way interaction terms. From this model,we cancalculatethe residual
sumof squaresfor model13, i.e. øùø«±ºµoý-· anddegrees of freedom for model13, û�ü�±ºµoý-· . We now compare
model14 with model13 to find out if the 4-way interaction is significant. If the ü -statistic turnsout to be
insignificant, wecansaythat3-wayinteractionmodeli.e. modelnumber 13canexplaintheresponsevariable
aswell asmodel14. This implies thatmodel14 canbedroppedoff without loosing any information. Next
we testfor eachterm in model13 andcheckwhich onesaresignificant. Any term that is not important in
affecting theresponsevariable canthenbedroppedoff. This is achievedby droppingeach3-way termone
at a time and thencomparing the resulting modelwith model13. In our tables,model9 to 12 arebeing
compared with model number13. If the ü -statistic is significant after dropping off the term, it implies
that the termthatwasdroppedoff playeda significant role andhenceshould not have beendropped.After
checking 3-way interactions, we compare all 2-way interaction model(model 8) with all 3-way interaction
model to seeif thereis a smallermodel that canfit the data aswell as the 3-way interaction model. Just
like the3-way model,we thendropoff onetermat a time from model8 andcomparethenew modelswith
model8 to find out which of the2-way interactionsaremostsignificant; in the tables, model2-7 arebeing
comparedwith model8. We continue with theeliminationprocesstill we find thesmallestpossible model
thatexplains thedata.

The sumof squares,degrees of freedom and the ü -test value for each of the models is shown in the
Table 2. Interaction column shows which interactions are included in the model. Finally the ü -test is
calculatedusing thefollowing statistic:

üþ¸ øÿø«±���·´Ë�øùø«± � ·��åû�ü�±���·ùË�û�ü�± � ·
øùø���� Þ÷Þ �åûáü	��� Þ Þ

whereøùø«±�� · is thesumof squaresresidualsfor model � and øùø«± � · is thesumof squaresresidualsfor model�
. Similarly û�ü�±�� · is thedegreesof freedom for model � and ûáü�± � · is thedegreesof freedomfor model

�
.

13For a regressionmodel, 
���
���������������� , the residualsare ����
�
���� �!�"����� and the residualsum of squaresis# �%$ � �'&%( 
 # �)$ 
 � �*�+�+�,� �-&%( . Referto [GH96] for moredetails.WeusestatisticalpackageSplusto performthis analysis.
14Thenumberof independentpiecesof informationthatgo into theestimateof a parameteris calledthedegreesof freedom.
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The øÿø.�/� Þ÷Þ is thesumof squares residualsfor thefull model(largestmodel)i.e. themodelwith all thefour
interactionterms. û�ü.��� Þ Þ is thedegreesof freedom for thefull model.Dueto lack of space we give details
only on Grid model.

5.2 Grid Mobility Model Results(Experiment 1)

Performance measure: Latency. Table2 shows ANOVA results for the Grid Mobilit y model. Columns
4-6 showthe interaction results whenlatency is usedasthe performancemeasure.We startwith an initial
modelof all the 4-way interactionsandcompare it with all 3-way interactions model. Model 14 is being
compared with model 13. The ü -statistic of 0214365 (insignificant at any confidence level) shows that the
model13fits thedataaswell asmodel14sothefour wayinteraction is notsignificant in affecting thelatency
measure. Similarly, we try to find all significant 3-way interactions by dropping each3-way term oneat a
time. Looking at the ü -test results of modelnumbers 9 to 12, we find model12 to bethemostsignificant.
Fromthatwe concludethattherouter, nodes’ speedandtheMAC protocol interactmostsignificantly. Note
thatthiswasthecombinationthatwasdroppedoff from model12. To find out if thereis asmallermodelthat
canfit thedataaswell asthe3-way interaction model,we furtherlook at the2-way interaction models. The
ü -testvaluesconcludethat themostsignificant interaction is betweentherouter andMAC. Theother most
significant 2-way interaction is betweennodes’ speed andMAC. Therestareall insignificant. This shows
that the 3-way interaction between the router, nodes’ speed andthe MAC aredueto the 2-way interaction
betweenrouter-MAC andspeed-MAC. Thereis no interaction betweenrouterandnodes’ speedasfar asthe
effect on latency is concerned.Now wecreateamodelwith only the2-way significant interaction termsand
compare it with a modelcontainingonly the3-way significant termsto find thesmallest modelthatfits the
data.If the ü -testfor thesetwo modelsturnsout to besignificant, weconcludethatthese3-way interactions
cannot beexplainedby the2-way modelandhencecannot bedroppedoff. Our results find that to be true,
implying that indeedthesmallest possible model,is the3-way [RSM] model.

Performancemeasure: Numberof packetsreceived. Columns7,8 and9 in Table2 show theANOVA results
for the responsevariable “packets received”. The interpretation of the results is similar to the response
variable “latency”. The interaction results show significant 4-way interaction between the router, nodes’
speed, MAC and the injection rate in explaining the number of packets received. The 4-way interaction
automatically implies that theremustbe significant 2-way and3-way interactions present too, although it
doesnot imply that all smallermodelswill be significant. A closer look in our case,however shows that
all smaller modelswith 3-way and2-way interaction aresignificant. Amongthe2-way interactions, ü -test
showsthat theMAC andinjectionratesinteractmostsignificantly. TherouterandtheMAC alsointeract very
significantly. In 3-way interaction, it is the router, MAC andinjection ratethat interact mostsignificantly.
The 3-way interaction results are consistent with the 2-way results becausethey all point to interaction
betweenrouter, speedandthe injection rate in affecting the numberof packetsreceived. In this case,the
smallest modelhasall four factors 7 8�ø:9�;�< interacting significantly.

Performancemeasure: Fairness. The last threecolumnsof Table2 showthe ANOVA results for various
modelsusing long term fairnessasthe performancemeasure. The initial setupfor a four way interaction
effect of the factors on the fairnessmeasure is done asexplained before. The only exception is that now
we have 10 samples insteadof 20 for eachof the 81 scenariosmentionedabove.15 The results showthat
both4-way and3-way interactionsareinsignificant in affecting thefairness.Looking at theresultsof 2-way

15This is due to the fact that fairnessmeasureis calculatedby taking a ratio of the number of packets received for the two
connections.
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interactions between the factors,we find that the router andMAC protocol interact in the mostsignificant
way in affecting thefairness.Theinteraction between theMAC andinjection rateis alsosignificant but not
to the extent of router andMAC interaction. In this case,the smallest modelhasonly 7 8+9V<W7X9�;�< 2-way
interactionterms.

5.3 ECR Mobility Model Results(Experiment 2)

Performance measure: Latency. Table3 showsthe ANOVA results for the ECRmobility model. Again,
columns4-6 showthe interaction results whenlatency is usedasthe responsevariable. Theanalysis done
hereis similar to the grid mobility modelcase. Theresults show that there is significant 3 way interaction
betweenRoutingprotocols, Transceiver (node) speeds andthe MAC protocols. Models6 and7 reconfirm
that interaction. Model 6 shows that routerandMAC interact significantly andmodel7 shows that router
andspeed interaction is important.

Performance measure: Numberof packetsreceived. Columns7, 8 and9 of Table3 showresults for the
numberof packetsastheperformancemeasure. Unlike in thegrid mobility model,here we do not find any
significant 4-way or evena 3-way interaction betweenthevariables. All 2-way interactions except Routing
protocol/Injection rateandRouting Protocol/Transceiver Speedaresignificant.

Performancemeasure: Fairness. Sincethe interpretation of all theperformancemeasures arethesameas
explainedbefore,wejusthighlight themainresults for eachof them.Columns10,11and12of Table3 show
that only MAC androuter interact in affecting the fairness.All other2-way, 3-way and4-way interactions
areinsignificant for this measure. Notethatsofar all selectedmodelshave hadMAC androuter interacting
significantly. This wastruefor grid mobility modelsalso.

5.4 RandomWaypoint Mobility Model Results(Experiment 3)

Performance measure: Latency. Table 4 shows ANOVA results for random waypoint mobility model.
Unlike the first two mobility models, there is no 3-way interaction when latency is usedas the response
measure. Among2-way interactions, thesignificant onesareMAC protocols/injection rate,Routing proto-
cols/Transceiver speedandRouting protocols/MAC-protocol.

Performance measure: Numberof packets received. Columns7, 8 and9 of Table4 showthat All 2-way
interactions aresignificant except for routing andnodes’ speed.

Performance measure: Fairness. The last threecolumns of Table4 show that thereis no 3-way or 4-
way interactionspresent in affecting thefairness.Theonly 2-way interactions thataresignificant areMAC
protocol/Injection rateandRouting protocol/MAC protocols. Again, notethatMAC/routerinteractions are
themostrobustof all.

6 Additional Observationsand Explanation

In thissectionwebriefly explainspecific results for thethreemobility models. Weommittedmostfiguresfor
someresults andwe presentonly thosefor thespeed of 20 m/sandinjection rate(interval) of 0.025second.
Latency andpercentageof packetsreceivedarepresentedfor varios injection rates.Theresults aredepicted
in Figures 8 to 13. Figures for thecompletesetof experiments canbeobtainedfrom theauthors.

19



R
es

po
ns

eV
ar

ia
bl

e
La

te
nc

y
N

um
.o

fP
ac

ke
ts

R
ec

d.
Fa

irn
es

s
N

o.
In

te
ra

ct
io

n
S

ou
rc

e

==
>?
? -t

es
t

==

>?
? -t

es
t

==

>?
? -t

es
t

1
m

ai
n

ef
fe

ct

@ AB
@ =B
@ C
B@ DB

59
07

8
16

11

N FQ
RJ

97
19

92
16

11

M F
QI
J

91
65

01
21

80
1

1.
96

2
2-

w
ay

@ A
=B@ A
C
B@ A
DB@
= C
B@ = D
B

56
56

5
15

91
3.

05
87

50
80

15
91

S FN
KJ

87
80

26
91

78
1

3.
17

3
2-

w
ay

@ A
=B@ A
C
B@ A
DB@
= C
B@ C
DB

56
29

5
15

91
1.

08
86

92
26

15
91

N FS
KJ

86
83

38
20

78
1

0.
99

4
2-

w
ay

@ A
=B@ A
C
B@ A
DB@
= DB@ C
DB

56
31

4
15

91
1.

22
88

26
16

15
91

K FM
SJ

86
90

05
48

78
1

1.
14

5
2-

w
ay

@ A
=B@ A
C
B@ = C
B@ = D
B@ C
DB

56
37

7
15

91
1.

68
86

66
40

15
91

2.
49

86
47

17
84

78
1

0.
18

6
2-

w
ay

@ A
=B@ A
DB@
= C
B@ = D
B@ C
DB

57
56

8
15

91

IH F
NLJ

91
92

67
15

91

LS F
EEJ

88
98

61
11

78
1

Q FM
LJ

7
2-

w
ay

@ AC
B@ A
DB@
= C
B@ = D
B@ C
DB

56
68

6
15

91

N FKL
J

86
53

04
15

91
1.

88
86

59
59

81
78

1
0.

46
8

A
ll

2-
w

ay

@ A
=B@ A
C
B@ A
DB@
= C
B@ = D
B@ C
DB

56
14

5
15

87
1.

85
86

12
28

15
87

1.
08

86
38

81
63

77
7

0.
94

9
3-

w
ay

@ A
= C
B@ A
= DB@ A
CD
B

54
52

0
15

63
1.

51
84

67
92

15
63

1.
01

84
72

54
67

75
3

1.
89

10
3-

w
ay

@ A
= C
B@ A
= DB@
= C
DB

54
49

0
15

63
1.

40
84

62
06

15
63

0.
88

83
59

61
35

75
3

0.
62

11
3-

w
ay

@ A
= C
B@ A
CD
B@ = C
DB

54
36

5
15

63
0.

95
85

08
00

15
63

1.
94

83
44

06
90

75
3

0.
45

12
3-

w
ay

@ A
= DB@ A
CD
B@ = C
DB

55
08

2
15

63

N FQQ
J

84
45

76
15

63
0.

50
83

73
94

25
75

3
0.

78
13

A
ll

3-
w

ay

@ A
= C
B@ A
= DB@ A
CD
B@ = C
DB

54
10

3
15

55
1.

98
84

23
82

15
55

0.
92

83
03

78
51

74
5

0.
99

14
A

ll
4-

w
ay

@ A
= C
DB

53
01

2
15

39
83

40
26

15
39

81
27

36
33

72
9

Ta
bl

e
3:

(E
xp

er
im

en
t

2)
,

E
C

R
M

od
el

:
T

hi
s

ta
bl

e
sh

ow
s

re
su

lts
of

fo
ur

-f
ac

to
rA

N
O

V
A

w
he

re
th

e
fa

ct
or

s
ar

e
th

e
ro

ut
in

g
pr

ot
oc

ol
,n

od
es

’s
pe

ed
,

M
A

C
pr

ot
oc

ol
an

d
th

e
in

je
ct

io
n

ra
te

.T
he

re
sp

on
se

va
ria

b
le

so
r

th
e

p
e

rfo
rm

a
n

ce
m

e
a

su
re
sa

re
th

e
la

te
nc

y,
nu

m
be

r
of

pa
ck

et
sr

ec
eiv

ed
an

d
lo

ng
te

rm
fa

irn
es

s.
N

ot
e

th
at

th
e

de
gr

ee
so

ff
re

ed
om

fo
r

th
e

fa
irn

es
sm

ea
su

re
is

sm
al

ler
th

an
th

e
ot

he
r

tw
o

m
ea

su
res

.T
hi

s
is

du
e

to
th

e
fa

ct
th

at
th

e
lo

ng
te

rm
fa

irn
es

si
s

ca
lc

ul
at

ed
by

ta
ki

ng
th

e
ra

tio
of

pa
ck

et
sr

ec
ei

ve
d

fo
r

th
e

tw
o

co
nn

ec
tio

ns
.H

en
ce

20
ru

ns
/s

am
pl

es
le

ad
to

on
ly

10
ac

tu
al

m
ea

su
rem

en
ts

fo
r

fa
irn

es
s.

T sh
ow

s
th

at
th

e

? -t
es

tis
si

gn
ifi

ca
nt

at
99

U co
nfi

de
nc

e
le

ve
l.

20



R
es

po
ns

eV
ar

ia
bl

e
La

te
nc

y
N

um
.o

fP
ac

ke
ts

R
ec

d.
Fa

irn
es

s
N

o.
In

te
ra

ct
io

n
S

ou
rc

e

==
>?
? -t

es
t

==

>?
? -t

es
t

==

>?
? -t

es
t

1
m

ai
n

ef
fe

ct

@ AB
@ =B
@ C
B@ DB

10
60

7
16

11

N FE
KJ

46
40

87
16

11

LS FM
RJ

68
01

86
61

80
1

2.
60

2
2-

w
ay

@ A
=B@ A
C
B@ A
DB@
= C
B@ = D
B

10
29

0
15

91

IH F
NRJ

39
16

46
15

91
E N FI
NJ

65
64

95
20

78
1

M F
R HJ

3
2-

w
ay

@ A
=B@ A
C
B@ A
DB@
= C
B@ C
DB

10
04

9
15

91
0.

90
33

54
09

15
91

RGFMQ
J

63
07

18
89

78
1

0.
61

4
2-

w
ay

@ A
=B@ A
C
B@ A
DB@
= DB@ C
DB

10
08

9
15

91
2.

46
35

80
47

15
91

NL F
NRJ

63
21

08
50

78
1

1.
03

5
2-

w
ay

@ A
=B@ A
C
B@ = C
B@ = D
B@ C
DB

10
04

5
15

91
0.

74
33

43
79

15
91

N FS
HJ

62
89

26
26

78
1

0.
07

6
2-

w
ay

@ A
=B@ A
DB@
= C
B@ = D
B@ C
DB

10
13

1
15

91

RGFII
J

36
85

72
15

91

R Q FI
IJ

64
07

67
23

78
1

N FSQ
J

7
2-

w
ay

@ AC
B@ A
DB@
= C
B@ = D
B@ C
DB

10
13

6
15

91

RGFNI
J

33
30

74
15

91
2.

02
63

45
33

54
78

1
1.

77
8

A
ll

2-
w

ay

@ A
=B@ A
C
B@ A
DB@
= C
B@ = D
B@ C
DB

10
02

6
15

87
0.

74
33

14
08

15
87

2.
00

62
86

72
60

77
7

0.
65

9
3-

w
ay

@ A
= C
B@ A
= DB@ A
CD
B

98
93

15
63

0.
37

32
29

58
15

63
2.

87
61

31
97

22
75

3
0.

27
10

3-
w

ay

@ A
= C
B@ A
= DB@
= C
DB

99
01

15
63

0.
53

32
36

67
15

63

N FN
HJ

61
51

79
64

75
3

0.
57

11
3-

w
ay

@ A
= C
B@ A
CD
B@ = C
DB

99
12

15
63

0.
74

31
90

65
15

63
0.

51
61

69
16

07
75

3
0.

83
12

3-
w

ay

@ A
= DB@ A
CD
B@ = C
DB

99
45

15
63

1.
39

32
03

79
15

63
1.

31
61

75
74

83
75

3
0.

93
13

A
ll

3-
w

ay

@ A
= C
B@ A
= DB@ A
CD
B@ = C
DB

98
74

15
55

0.
45

31
82

20
15

55
0.

39
61

13
98

38
74

5
0.

59
14

A
ll

4-
w

ay

@ A
= C
DB

98
28

15
39

31
69

22
15

39
60

35
75

10
72

9

Ta
bl

e
4:

(E
xp

er
im

en
t

3)
,

R
an

do
m

W
ay

po
in

t
M

od
el

:
T

hi
s

ta
bl

e
sh

ow
sr

es
ul

ts
of

fo
ur

-f
ac

to
r

A
N

O
V

A
w

he
re

th
e

fa
ct

or
s

ar
e

th
e

ro
ut

in
g

pr
ot

oc
ol

,
no

de
s’

sp
ee

d,
M

A
C

pr
ot

oc
ol

an
d

th
e

in
je

ct
io

n
ra

te
.T

he
re

sp
on

se
va

ri
ab

le
so

r
th

e
p

e
rfo

rm
a

n
ce

m
e

a
su

re
sa

re
th

e
la

te
nc

y,
nu

m
be

r
of

pa
ck

et
sr

ec
eiv

ed
an

d
lo

ng
te

rm
fa

irn
es

s.
N

ot
e

th
at

th
e

de
gr

ee
s

of
fr

ee
do

m
fo

r
th

e
fa

irn
es

sm
ea

su
re

is
sm

al
ler

th
an

th
e

ot
he

r
tw

o
m

ea
su

re
s.
T

hi
s

is
du

e
to

th
e

fa
ct

th
at

th
e

lo
ng

te
rm

fa
irn

es
si

s
ca

lc
ul

at
ed

by
ta

ki
ng

th
e

ra
tio

of
pa

ck
et

s
re

ce
ive

d
fo

r
th

e
tw

o
co

nn
ec

tio
ns

.
H

en
ce

20
ru

ns
/sa

m
pl

es
le

ad
to

on
ly

10
ac

tu
al

m
ea

su
rem

en
ts

fo
r

fa
irn

es
s.

T sh
ow

st
ha

tt
he

? -t
es

tis
si

gn
ifi

ca
nt

at
99

U co
nfi

de
nc

e
le

ve
l.

21



RecallthattheECRmodelrepresentsamobility modelthatkeepstherelativedistancesof nodeswithin a
group roughly constant.Let YùÐ bethe Ñ -th groupin oursetting,andlet øIÐ bethesetof nodesthatbelongto the
group Y�Ð . Thenany two nodes�Vô �+Z ø�Ð thathave a commonedge ±��Vô � · at time ² will alsohave a common
edgewith high probability, at time ²Â³�ð , ð�¸ ±�0�ôçø\[^] , ø_[ is the simulation time. The random waypoint
model represents a movementpattern that is hard to predict. Note that we do not insert any pauses into
themodel, i.e., pauseswere0 second. On theother hand, thegrid mobility modelhasa very deterministic
movementpattern that is easy to predict.

We make thefoll owing observations.Someof theobservationswerealsomadein [DPR, RLP00].

` CSMA andMACA donotperformwell for any of thethreemobility models. BothCSMA andMACA
areable to deliver no morethan20%of thetotal packets,thepercentage drops with increasedspeeds
and injection rates. In addition, MACA alsoproduceshugenumber of MAC level control packets.
They range between 70,000and100,000. This makesthe behaviorof MACA muchlessacceptable
thanCSMA. Oneof the reasonsbehind the poor performanceof thesetwo protocols is alsothe fact
that GloMoSim doesnot implementbroken link notification from the two MAC layer protocols to
routing protocols. Thus,routing protocols have no meansto learn about broken links andany Hello
messagessystem is not implementedby default. Thisnotification is however implementedfor 802.11.

` Our resultsshow thatin general theperformanceof thesystemfallssignificantly with increasedspeed
for all MAC protocols. However (802.11,AODV) is still able to deliver 50% of the packets at high
speeds (40 m/s) andinjection rates(0.0125s). Oneobvious reason for this observed behavior is that
increasedmobility causes frequentchangesin routesresulting in frequent MAC overhead requiredfor
route discovery andupdate.

` Figure8 depicts thedistribution of node degreesat threedistinct timesin thesimulation. Intuitively,
suchdistributionsandtheir temporal properties area goodmeasureof geographical reconfiguration
changeover time. Networkswith highermobility havedifferenttemporal propertiesthanstaticor low
mobility networks. Fluctuations in thesedistributionsaredirectly co-relatedwith theperformanceof
routing andMAC protocols.Thedegree distributionsshow variation across themobility models.The
grid mobility modelhasthemoststrict movementpattern. Thenode degrees areconcentratedaround
four different values. Nodesfor the other two models werepositionedrandomly so the distributions
looks moreeven.

` Figures 9 to 11 show the performanceof protocols in termsof three responsevariables: Fairness,
latency, andratio of packetsreceived,respectively. Theresults make an interestingpoint: in contrast
to recent effortsto improvethefairnessof MAC protocols[LNB98], theresultsshowthatrouting layer
canmake a considerable impacton thefairnesscharacteristicsof theseprotocols.

` Figures12and13 show thedistributionsof MAC andRouting level control packets for threedifferent
combinations. Dueto thediscussionabove,theMAC layer protocolconsidered is always802.11. The
routing layer protocols usedareAODV, DSR andLAR1 respectively. We can that the ECR model
producedthe leastnumberof MAC layer control packets. This is consistent with our assertion that
ECRmodelputstheleastpressureon theprotocolsstack.

` Performancefor other injection ratesandspeedslook similar to those shown. Thedifferencein per-
formanceis proportional to increasedor decreasedinjection rate,or speed.
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` In highly mobileenvironments, thecreation of hidden andexposed terminalproblemsbecomeseven
moreintriguingthanin caseof staticnetworks. At highspeedsnew hiddenterminalsaresimplycreated
(or possibly destroyed) by movementof nodes during transmissionof othernodes.Sincethese nodes
wereoutsideof theRTS-CTSor carrier sensingmechanismfor agivendatatransmission, they arenot
awareof theradioenvironment around. After establishing themselvesin anareathey oftenmovefrom
that location almostimmediately. This feature is morecommonto random waypoint model thanto
thegrid mobility model.For ECRM nodesarealwaysestablishedwithin their respective groups.This
suggestsonemeasure of perfomanecfor mobile systems:obtaining boundson thenumber of hidden
terminals thatareeffectively present at eachunit of time. Clearly, this dependson which nodes have
packetsthatthey wish to retransmit. This in turn dependson therouting protocol used.

` Thedifferencein performancebetween DSRandAODV is alsodueto differencesin theway broken
linksarehandled. Wenotethat theversionof DSRimplementedin GloMoSimusessalvaging. In DSR
if thereis a broken link the forwarding nodetries to salvagepacketswaiting in sendbuffer by trying
to search the RouteCachefor an alternative route. If this procedure fails a routeerror is sentto the
sourceandthesourcetriesto resendthepacket. In AODV local repair is possible. If anodedetectslink
failureit sendarouterequest to thedestination affected. Theversion of AODV in GloMoSimdoesnot
implement routeerrorpackets. However, anunsolicited routereply packet is sentupstreamto notify
all active sources. OtherdifferencesbetweenAODV andDSRpertinent to our reasoning is the fact
that DSRencodescompleteroutesinto routerequest, route reply, anddatapackets. This contributes
to slightly higher consumptionof bandwidth comparedto AODV. This mechanismappearsto be less
effective in a highly mobile setting thanthe distributed handling of routesby forwarding nodes. In
AODV eachnode only hasthenext hop information for each active destination. This makesdynamic
repair of routeseasier. Many researchers have noted the trade-offs betweentheperformanceof DSR
andAODV asonechangesnodespeeds.

` We notethat speedof 40 m/s for both source anddestination caneasily meanthat the destinationis
moving at 80 m/srelative to thesourceor vice-versa.Speedof 40 m/scorrespondsto 144km/h, and
accordingly 80 m/scorresponds to 288km/h. A nodeat speed of 40 m/scanbea fastmoving caron a
highway. Thusat latency for datapacketsnearing or exceeding 1 second thetopology changescanbe
staggering. As we saidbefore this problem is partly eliminatedfor ECRMwheremovementof nodes
within a group is correlated.

` Performance with less nodes or bigger underlying areabecomes in our setting almost unmeasur-
able. Otherresearchers (see[Ro01+]) alleviatedtheproblemconstitutedby highmobility by inserting
pausesin nodes’ movement.Thesesmallpauseshelpnodesto getreestablished afterthey keptmoving
for a while. Our observations correspondroughly with conclusions madein [Ro01+] whereauthors
showthatnodedegreesashighas15-20 arenecessaryfor decent performancein amobilesetting. Our
results extend their performanceresults for higherinjection rates andspeeds.

` We consider the capability of MAC/routing layer protocols to predict movementasa viable way to
betteroverall performance. It is obviousthatfor mobility patterssuchastherandom waypoint thiscan
beverychallenging. However, thegoodperformancefor ECRM suggeststhatwell establishedmobile
nodeshelpin this matter. In this casethenodeswereestablishedindirectly without any helpfrom the
MAC or routing protocols. Intuitively, well predictablemovementof mobile nodes is equivalent to
their easyestablishment into any radio environment that is new to themafter a substantial change or
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coordinates.Mechanismof LAR scheme1 helped little in this respect asin our setting requestzones
in many cases coincidedwith thetotal area.
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Figure8: Distributionof nodedegreesat threedifferentsimulationtimesfor thethreemobility models.From
left: (a) Grid mobility model,(b) ECRM,(c) Randomwaypoint mobility model.
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Figure9: Long termfairnessfor thethree mobility models. Fromleft: (a) Grid mobility model,(b) ECRM,
(c) Randomwaypoint mobility model.

7 Number of Connectionsand AverageTransceiver Density

Sofar we only consideredtheeffect of two connectionson theoverall performanceof ad-hoc networks. In
this section we studythe sensitivity of our results to increasingthe numberof connections anddecreasing
theareaof simulation. This on anaverage increasesthenodedensity during thecourse of our simulations.
Note that both these variableswerekept fixed in our setupdescribed in Section4. The differencesin the
experimentalsetups with respectto experimentsdescribedin Section 4 aresummarized in Figure14.

In view of theresultsreportedin theprecedingsection, wedid afocusedandsmallerexperiment.Specif-
ically, weusedonly 802.11andCSMA asMAC layerprotocols,andAODV andDSRasrouting layerproto-
cols.Theinjection ratewasdesignedto keep thenumber of datapacket injectionsconstantat 8,000packets
over thesimulation time. This approachis in contrastwith [] andother literaturewheretheauthors decided
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Figure 10: Latency for the threemobility models. From left: (a) Grid mobility model, (b) ECRM, (c)
Randomwaypoint mobility model.
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Figure11: Packetsreceivedfor the threemobility models.Fromleft: (a) Grid mobility model,(b) ECRM,
(c) Randomwaypoint mobility model.
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Figure12: MAC layer control packetsdistributionfor thethreemobility models.Fromleft: (a)Grid mobility
model,(b) ECRM,(c) Random waypoint mobility model.

25



0

5

10

15

20

25

30

35

0 100 200 300 400 500 600 700

N
um

be
r 

of
 in

st
ac

es

d

Number of routing layer control packets

Speed 20 m/s, injection rate 0.025s

802.11/AODV
802.11/DSR

802.11/LAR1

(a)

0

5

10

15

20

25

30

35

0 10 20 30 40 50 60

N
um

be
r 

of
 in

st
ac

es

d

Number of routing layer control packets

Speed 20 m/s, injection rate 0.025s

802.11/AODV
802.11/DSR

802.11/LAR1

(b)

0

5

10

15

20

25

30

35

0 50 100 150 200 250

N
um

be
r 

of
 in

st
ac

es

d

Number of routing layer control packets

Speed 20 m/s, injection rate 0.025s

802.11/AODV
802.11/DSR

802.11/LAR1

(c)

Figure 13: Routing layer control packets distribution for the threemobility models. From left: (a) Grid
mobility model,(b) ECRM,(c) Randomwaypoint mobility model.

to keepthe per connection injection rateconstant with the increasing numberof connections, thus making
unclearwhether a possible performancedeterioration wascaused by reaching the capacity limit of the ad-
hoc network, higher contention dueto moresource andsink pairs,or other phenomenasuch asincreased
interactionamongprotocolsat various levelsof theOSI stack. We have useda singlenodespeed of 15m/s
anda single mobility modelwhich wastheRandomwaypoint model.

Mixed Effects Model. Onereason for not including number of connections in the earlier ANOVA based
analysis was that the design spacebecomevery large, especially when one considers the levels that this
variable can take in a full design. Indeed, in general, for a e nodesystem, the total numberof possible
connections in a system canbe f�±-eDÌo· (assuming no morethanoneconnection per node). To handle this
situation, weusea mixedeffect model.A combination of fixedandrandom effect modelis called themixed
effectsmodel.Mixedeffectsmodelconsistsof at leastonerandomandonefixedeffect factor. In ouranalysis
we useMAC androuting protocols asfixed factors andnumberof connections asthe random factor. In a
fixed effect model,the levels of a factorconsideredarefixed (e.g. 802.11, CSMA asMAC protocols) and
the inferenceis madeonly for the levels considered in the study. The inferencederived for a fixed factor
cannot begeneralized to other levelsof thefactor whichareexcludedfrom thestudy. In contrast,in arandom
effect model, thelevelsof thefactor areviewedasa random samplefrom aninfinite populationof normally
distributed levels which canvary acrossdifferent replicationsof the sameexperiment. Onemight perform
thestudyusingonesetof levels but theinferencecanbegeneralizedto other levelsof thatfactor.

In orderto addressthe issue of interactionbetweenMAC androuting protocolswhendifferentnumber
of connections areused,we consider thenumber of connectionsasa randomfactor. This allowsusto usea
few connectionsto performthestudy andyet theconclusionswouldhold for theentire populationof number
of connections. We setup a threefactor experimentto testwhetherMAC androuting protocols interact for
different numberof connections. MAC androuting protocols areassumedto be the fixed factors andthe
numberof connections is the random factor. The two levels of the MAC protocol consideredare802.11
and CSMA; and the two levels of the routing protocol consideredare AODV and DSR. The number of
connectionsusedare2, 4 and8. Theresponsevariablesused to measuretheperformanceof different factors
arelatency, thenumberof packets receivedandfairness.Theexperimentswerecarriedout for two different
areasasnoted in Figure14. The following conclusions wereobtained,a moredetails on testsareomitted
andcanberequestedfrom theauthors.
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1. Network topology: Thetopology wasgiven by 49mobile nodesinitially uniformly distributed overanareaof¤T¥T¥�¦�¤T¥I¥ meters(and ©ç¥I¥T¥�¦
©ç¥T¥I¥ meters)andtheradiorangeof 250meters.Later, the topology behaved
accordingly to theRandomwaypoint model with pausessetto 0 seconds andthespeedof nodes setto 15m/s.

2. Number of connections: We use2, 4, or 8 connections. The sink andsourceconnectionpair waschosen
randomly for eachsimulationrun. Connectionsaredenoted by gih , © ªkjèª ­ .

3. Routing protocols : AODV, DSR.

4. MAC protocols: IEEE802.11DCF, CSMA.

5. Speedof nodes: A singlespeed:15m/s.

6. Injection rates: We have kept the total number of packets injectedduring the 100-secondsimulationtime
constantat 8,000packets. Thatdetermined the relatedinjection ratesandthenumbersof packetsinjectedin
caseof 2, 4, or 8 connections.For 2 connectionswe have injected4,000 datapacketsperconnectionandthe
injectionrate(interval)was0.025second; for 4 connectionswehaveinjected2,000 datapacketsperconnection
andthe injectionratewas0.05 second,andfinally, for 8 connectionswe have injected1,000datapacketsper
connectionandtheinjectionratewas0.1second.

7. Simulation runs: 30with independent simulationseeds.

8. Otherparameterswereidenticalto thosein Figure6.

Figure14: Differencesin parametersusedin theexperimenton theeffect of increasingnumber of connec-
tionsandotherexperimentsfrom Section 4.2.

` Theresultsshow that for a µ/06060ml�µ/06060 simulation area,all responsevariablesi.e. latency, thenumber
of packetsreceived andfairness,thereis significant interaction betweenMAC androuting protocols
at 95n confidencelevel. Given that the numberof connections is a random factor, we canconclude
from the results given above that for any numberof connections, MAC androuting protocolsshow
significant level of interaction.

` Essentially identical results hold evenwhenthesimulationareawaschangedto 3�060ol�3�060 .
Thus,we canconcludethattheresults in preceding sectionsarerobustto changesin numberof connec-

tionsandnodedensity.

8 Concluding Remarksand Futur e Dir ections

We characterized the performanceandinteraction of well knownrouting andMAC protocolsin an ad-hoc
network setting. Our resultsandthosein [Ba98] onthedesign of snoopprotocolssuggestthatoptimizing the
performanceof thecommunicationnetwork by optimizing theperformanceof individual layers is not likely
to work beyond a certain point. We needto treat theentire stackasa single algorithmic construct in order
to improve the performance. In a companion paper [BDM+] we characterize the interaction between the
parametersstudiedherein astatic radio network. Thestudyis undertaken for two reasons: (i) it helpsusun-
derstandtheeffect of mobility, (ii) in astaticnetwork wecancontrol thedegreeandconnectivity parameters
moreeffectively; we observedthattheseparametersplay animportant role in protocol performance.

Thestatistical analysis usedin this paper suggestsanengineering approachto choosetheright protocol
combination for a givensituation. Specifically, theanalysiscombinedwith theconceptof recommendation
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systemscanbeusedasanautomatedmethodfor tuning andchoosinga protocol combinationif thenetwork
andtraffic characteristics areknown in advance.Wearecurrently in theprocessof building sucha kernel.

It is worthnoting thatANOVA is astatistical tool to qualitatively measure theinteraction betweendiffer-
entinput variables.As suchit presumescorrectnessof thedatabeingproducedby simulationsfor statistical
testing. Errorsin implementingaprotocol mayresult in spuriousinteractionsandinvalid conclusions. Never-
theless,themethoddoesprovideawayto compare two simulatorsor comparing theresults from simulations
with realfield tests.

Another implication of thework is to designnew dynamically adaptiveprotocolsthatcanadapt to chang-
ing network and traffic characteristics in order to efficiently deliver information. Moreover, evaluation of
suchprotocols asdiscussedabove needs to bedonein totality. For instancewhenwe sayoverhead it should
includebothMAC androuting overhead(in factshould alsoincludetransport layeroverheadbut is beyond
thescopeof thecurrentpaper). Also, in order to draw meaningful androbustconclusionsfrom theresultsof
suchcomplex experiments,it is almost essential to usestatistical toolswhich areusedextensively by other
researchersin similar situations. As a next step, we plan to undertake a morecomprehensive experimental
study involving in addition to theMAC androuting protocols,varioustransportprotocols.
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